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This resource outlines some issues and common 
challenges that require careful thought when 
planning an evaluation of a program targeting 
Indigenous people. This is not, however, a 
how-to guide to evaluation. Child Family 
Community Australia (CFCA) has an extensive 
range of resources that outline evaluation 
principles and methods (see <aifs.gov.au/
cfca/practice-guides#researchandevaluation>). 
In any case, the specifics of an evaluation 
will depend on the program and the context. 
Rather, this resource highlights the need for 
commissioning organisations and funding 
bodies to adequately plan for evaluation, to 
consider potential barriers and solutions 
before the evaluation starts, and to ensure 
the meaningful participation of Indigenous 
people. Developing an Indigenous-focused 
evaluation culture will not guarantee an 
evaluation’s success, however the absence of 
such a culture is likely to make the evaluation 
task more difficult and less likely to meet local 
community needs.

The need for outcome 
evaluations
Despite growing calls for social policies and 
services to become more “evidence-based”, 
most programs for Indigenous families or 
communities have little evidence for their 
effectiveness (Osborne, Baum, & Brown, 2013; 
Productivity Commission, 2013). Relatively 
few programs or services have published 
evaluations of their outcomes and even fewer 
have done so using methods that can reliably 
indicate whether a program is having the 
intended effect, how much of an effect it has or 
whether any observed results can be attributed 
to the program and not to something else 
(Biddle, 2013; Day & Francisco, 2013). 1

There are several reasons for this dearth of 
evidence. Evaluations of social programs 
are rarely straightforward, especially when 
the programs address community-wide 
issues, tackle complex or entrenched 
problems, or where the relationship between 
cause and effect, action and outcome, is 
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Jones, 2013, p. 12) and evaluations are often 
commissioned after a program has already 
started. Nonetheless, it is still vital that careful 
thought goes into what the evaluation is 
meant to achieve, what outcomes should be 
evaluated, what baseline data is available or 
can be collected, what method is best suited to 
measuring the program’s outcomes, and how 
much time can be allowed for the technical 
parts of the evaluation and relationship building 
with the Indigenous people or communities 
involved.

There are some generally well-understood 
steps in the evaluation process and these also 
apply to Indigenous programs (see Box 1). 
The process starts with describing the program 
objectives and how the program is supposed 
to deliver them. To enable this, it helps to 
have a program logic (a plan that sets out 
the program’s objectives and how they are 
meant to be achieved) and some well-defined, 
measurable outcomes.

Not all of a program’s objectives have to be 
evaluated at once and some will be easier 
to measure than others. Most outcomes 
evaluations will only assess short or medium 
term outcomes or explore indicators of 
progress against longer-term goals. Having a 
clear idea of what outcomes will be measured 
can then help determine research questions, 
appropriate methods and whether an external 
evaluator is required. If an external evaluator is 
required, then there will need to be discussion 
about what the program’s evaluation needs are 
and how they can be met. This may not be a 
one-off conversation but rather something that 
evolves over time. It can be helpful to regard 
evaluations as part of an ongoing process. 

poorly understood or changes according to 
circumstance (Humphreys et al., 2009; Rogers, 
2010). Evaluations of Indigenous programs 
can also be especially complex because of the 
context in which they take place (Guenther, 
Arnott, & Williams, 2009).

Programs often run in communities with high 
levels of socioeconomic disadvantage, limited 
organisational resources and varying levels of 
intercultural understanding or trust. This can 
make it difficult to establish program effects 
in the short or medium term. Indigenous 
programs are also often undertaken against 
the backdrop of fluctuating policy priorities 
and a range of other social interventions, 
complicating attempts to separate out the 
effects of any specific program (Moran, 2016).

The complexity of collecting evidence for 
effectiveness is exacerbated by service 
providers’ common focus on the urgent task of 
delivering services and not on testing whether 
or not they are working (McKendrick, Brooks, 
Hudson, Thorpe, & Bennet, 2013).

Indigenous community organisations have 
rarely had the funding, incentives or support 
required to develop an internal evaluation or 
data collection capacity. As a result, evaluations 
are rarely built into program design, staff are 
not funded or trained to collect evaluation data 
and program outcomes are often not formally 
evaluated. Even when outcome or impact 
evaluations are undertaken, it is often as an 
afterthought. This can mean that insufficient 
time or resources have been set aside for good 
quality evaluation and insufficient thought 
given to how program outcomes can be 
measured (Mayne, 2010).

The consequences of this lack of evidence can 
affect the whole sector. For funders, it can be 
hard to know whether a program should be 
funded or expanded or whether the money 
would be better spent elsewhere. For program 
managers, the lack of evaluation data can limit 
their ability to adapt or improve programs, 
while for Indigenous communities who run or 
host such programs, it can be hard to know 
how to get the social outcomes that they 
want. Hence, exploring program outcomes or 
impacts can be vital if time and resources are 
not to be wasted. 

Evaluation: The basics
The ideal first step in evaluation is building 
it into a program’s design and setting aside 
enough time and money for it to be done 
regularly and done well. In the real world of 
service delivery, however, evaluation often 

“lags behind practice” (Day, Francisco, & 
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Box 1: The broad steps in 
an evaluation
The steps in an evaluation include:

 ■ describing in detail the program, its 
objectives, and how its components lead to 
its intended outcomes;

 ■ formulating evaluation questions;
 ■ deciding which measures or methods will 

be able to provide the data to answer the 
question(s);

 ■ deciding how to collect the data and 
putting in place the procedures that will 
allow the data to be collected;

 ■ collecting and analysing the data; and
 ■ interpreting and acting on the findings.

Source: Parker & Robinson (2013)
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ensuring that the research or evaluation is of 
benefit to the Indigenous people concerned, 
and a commitment to substantive Indigenous 
participation and sharing of findings (see 
Jamieson et al., 2012; National Health and 
Medical Research Council, 2007; Orr et al., 
2012; Walker, Ballard, & Taylor, 2003).2

An important early step in planning and 
consultation is discussion about the purpose 
of the evaluation and whose needs it serves; 
this needs to be between the commissioning 
organisation, the evaluators and Indigenous 
community stakeholders. Reaching agreement 
about a program’s purpose is not always 
straightforward. Program funders seeking 
evidence of effectiveness or cost-benefit are 
often the main reason that evaluations take 
place at all but the questions that funders want 
answered will not necessarily meet the needs 
of program managers, program participants or 
the wider community (Price, McCoy, & Mafi, 
2012). Even the definition of “success” against 
a single measure might vary according to the 
perspective of the funder, program manager or 
participant (Guenther et al., 2009). Hence, the 
planning process might need to include a way 
of working out mutually acceptable evaluation 
questions or even parallel sets of questions. This 
might also require using a range of methods, 
and gathering different kinds of evidence, for a 
single outcome measure.

Evidence is built over time and the findings 
of a single evaluation are rarely a definitive 
statement about effectiveness.

Indigenous community 
involvement
Community consultation and participation is 
an essential component in the design, data 
collection and reporting phases of evaluation. 
This should cut across all the steps described 
in Box 1 and be planned for from the 
beginning. Indigenous community members 
and/or community researchers—whether they 
be program staff, program participants or 
community stakeholders—are often the best 
guides to their community. As such, they are 
best placed to identify issues that might hinder 
or aid an evaluation and can help ensure that 
the design, data collection and reporting meet 
local needs.

Genuine opportunities for Indigenous 
community involvement are also essential 
because it is, after all, Indigenous people who 
are most affected by the evaluated program; 
hence, they will have an intrinsic interest in 
the outcomes.

There are several useful guides to ethical 
and appropriate research with Indigenous 
people and common to virtually all of them 
is an emphasis on respectful relationships, 

Case study 1: Indigenous community involvement in evaluation 
planning
Ninti One is a not-for-profit lead organisation 
supporting the delivery of the Stronger Communities 
for Children (SCfC) program to 10 Indigenous 
communities in the Northern Territory. As part 
of its role, Ninti One supports the planning and 
design of program evaluations to help ensure that 
what’s measured in the evaluation process both 
reflects local needs and meets funder requirements. 
Measuring local change is a key principle of the 
SCfC program, with the expectation that the 
program will generate its own evidence through 
local measurement and evaluation.

Advisory groups of local community members, also 
known as SCfC Boards, are an essential part of the 
SCfC program. The advisory groups work with the 
wider community to identify local needs and they 
work with service providers to develop program 
strategies, make strategic decisions and coordinate 
and deliver services. Ninti One, service providers 
and other experts provide training and advice to 

SCfC Boards to support them in their use of evidence 
and evaluation data for decision-making.

In one example, the Kardu Lurruth Ngala 
Purrungime SCfC Board in Wadeye evaluated their 
Kids Kitchen school holiday program provided by 
the Palngnun Wurnangat Association. Ninti One 
facilitated workshops with the SCfC Board in 
Wadeye to develop a Community Plan, articulating 
the community’s visions, priorities and services 
required to achieve its goals. Using these priorities 
as their basis, the SCfC Board developed an Impact 
Assessment Framework, looking at short, medium 
and long-term outcomes. For each outcome the 
SCfC Board identified a measure of change, and 
learned how conducting surveys and interviews, 
recording community observations and responses, 
and reviewing population statistics could help 
them understand the changes happening in their 
community. Using this Framework, the SCfC Board 
was able to assess whether the program achieved 
desired outcomes.
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are being accessed. Ultimately, what is often 
required is for commissioning organisations 
and program funders to understand that 
building and maintaining relationships within 
the local community is essential and that it can 
require a significant upfront investment in time 
and resources.

Community capacity is also an issue, particularly 
for those seeking to use participatory methods 
or to use Indigenous staff in data collection. 
Service providers or community organisations 
can sometimes have limited capacity to get 
involved in all phases of an evaluation because 
they lack the resources, staff capacity and/or 
training to do so. These are real challenges 
and can make it difficult to have substantive 
community input into data collection, especially 
in the short or medium term. However, it can 
be worthwhile in the longer term to try and 
build an internal “evaluation culture” (see <aifs.
gov.au/cfca/publications/developing-culture-
evaluation-and-research>) where evidence and 
evaluation data are used to inform decision 
making and where staff are encouraged, 
and rewarded, for taking part in evaluations 
(Stewart, 2014). For Indigenous organisations 
in particular, building local community 
capacity can be an important additional aim of 
an outcomes evaluation because it can allow 
for greater Indigenous control of the process 
and ultimately make data collection more 
responsive to local needs.

None of this is to say that community 
involvement is always easy and it can be 
especially challenging for non-Indigenous 
organisations or evaluators. There can be 
multiple stakeholders with different needs 
or agendas and it is not always possible, or 
desirable, to identify individuals who can 

“speak for the community”. This means that 
many people may have to be consulted. Further, 
as Scougall (2006) notes, the reality is that most 
evaluators are non-Indigenous and are short-
term visitors to the community where the 
evaluation takes place. As such, they often lack 
pre-existing relationships of trust. Without the 
time or resources to develop such relationships, 
the ideal of community participation and 
empowerment can be difficult to achieve in 
practice.

Most often, non-Indigenous evaluators 
will have to seek the assistance of a local 

“sponsor” or community researcher to facilitate 
community engagement. Such individuals can 
draw on their knowledge of the community 
and on their local relationships to facilitate 
the evaluation process (Price et al., 2012; 
Guenther et al., 2014). This will often be the 
most practical solution for evaluations with 
relatively tight timelines and is often the start 
of relationship building in the longer term too. 
However, this kind of relationship building 
can still take time and care needs to be taken 
that an adequate range of community views 

Case study 2: Empowering participants to engage with the 
evaluation process
Kids Caring for Country is a program based in 
Murwillumbah, New South Wales, that facilitates 
an Aboriginal All Ages Playgroup and After School 
Group out of which several other activities operate. 
The program is designed to empower participants to 
take an active role in determining program activities, 
including how the program is evaluated.

In approaching the evaluation process, staff 
were concerned that overly intrusive or culturally 
inappropriate evaluation tools would have negative 
effects on the ongoing trust and operation of the 
program. Responding to these concerns, program 
staff sought to empower parents and family 
members to engage with the process early on, 
beginning with evaluation design.

Staff started this process by introducing the need 
for evaluation to participants during regular Yarning 
Circle sessions, where staff asked for their input 
on the proposed evaluation tool, the Growth and 
Empowerment Measure (GEM). Staff discussed each 

question in the GEM with parents and carers, who 
were able to suggest changes to better represent 
their priorities of culture, family and spirituality. 
This process took several weeks to ensure that all 
participants had a say in determining how their 
project would be more meaningfully evaluated. 
Proposed amendments were then presented to 
designers of the tool to ensure that its validity was 
maintained.

In planning for the evaluation survey, staff 
determined that a special workshop led by the 
family support worker and cultural advisor would 
be set-up to facilitate a supportive group evaluation 
process. Participants, who were already familiar 
with the evaluation tool, were reminded about 
the workshop a week in advance and a separate 
program for kids was run in parallel to allow parents 
and carers (including teenagers with caring roles) 
time to reflect on their experiences and emotional 
wellbeing and to complete the survey.
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The lack of evidence has sometimes been 
attributed not only to a lack of evaluations 
but also to the more specific lack of 
evaluations using experimental methods 
such as randomised controlled trials (RCTs) 
or quasi-experiments with control groups 
(Day & Francisco, 2013). Such methods are 
often considered to produce the most robust 
evidence that a program works because they 
are the best able to assess the “counter factual”; 
that is, what would have happened had the 
program not been run at all (Leigh, 2010).

This demand for “good” evidence suggests that 
commissioning organisations should at least 
consider using RCTs or quasi-experiments. 
There are, however, some common barriers to 
their use. Cost and feasibility are obvious issues. 
RCTs and quasi-experiments may produce 
the most robust evidence but they are often 
expensive to run. This can put them out of 
the reach of smaller community organisations 
unless they can access additional financial 
support or partner with other community 
organisations. Further, although RCTs are 
routinely described as the “gold standard” of 
evaluation evidence, they are often not suited to 
the relatively uncontrolled environs of service 
provision or whole of community interventions. 
Such environments can be too changeable and 
complex for the evaluators to factor in all the 
relevant variables and they also rarely allow 
for truly “random” selection (Humphreys et al., 
2009; Kelly, 2010; McDonald, 2011).

None of these challenges necessarily make 
RCTs untenable for evaluating Indigenous 
programs. When a program is well funded, has 
a relatively straightforward set of objectives 
and a clear theory of cause and effect, RCTs 
or quasi experiments should be considered. 
Further, with enough planning and thought 
it can be possible to overcome some of the 
challenges outlined above. Biddle (2013), for 
example, suggests that randomising either the 
timing of when people start a program or the 
promotion of the program might mitigate the 
problem of non-random participation in the 

Choosing an evaluation method
Although many evaluation frameworks that 
stress the need for community involvement use 
qualitative methods, this does not have to be 
the case and no specific method is inherently 
best suited to evaluating the outcomes of 
Indigenous programs. Given the enormous 
heterogeneity of Indigenous communities 
across the country, what is most appropriate 
will differ according to the context. Ultimately, 
decisions about methods will almost invariably 
balance the evaluation objectives, the time and 
resources available and what evaluators and 
key stakeholders think is most feasible and 
appropriate.

That said, it is important that the chosen method 
can actually address the evaluation questions. 
This might seem obvious but not all research or 
evaluation techniques are equally well suited 
to measuring all the different types of outcome 
or impact. The choice of evaluation method is 
a particular issue in the context of Indigenous 
evaluations both because of the general lack of 
robust evidence for effectiveness of Indigenous 
programs and because of the related “image 
problem” (Walter & Anderson, 2013, p. 130) 
that quantitative methods have sometimes had 
within Indigenous research circles, largely due 
to concerns about their appropriateness, the 
assumptions underpinning such research and 
the frequent lack of meaningful consultation 
with Indigenous communities by the mainly 
non-Indigenous researchers using quantitative 
methods.

Box 2: Evaluation 
approaches and methods
For an overview of the different types of methods 
and evidence used in evaluations, see the CFCA 
practitioner resource Evidence-based practice 
and service-based evaluation (<aifs.gov.au/
cfca/publications/evidence-based-practice-and-
service-based-evaluation>). 
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appropriate (Walter & Anderson, 2013). Surveys, 
such as the Longitudinal Study of Indigenous 
Children (LSIC), have been able to successfully 
gather statistical data in a range of Indigenous 
community settings because they have had 
Indigenous leadership, expert and community 
input into survey design and content, have 
employed Indigenous interviewers and have 
committed to reporting back their findings to 
participants (Department of Social Services, 
2016).

In practice, the most feasible solution in real-
life Indigenous service environments is often 
to use mixed methods to collect data and 
gather evidence (Stufflebeam & Shinkfield, 
2007). As always, the specific methods will 
depend on the problem, the context and 
what information is available. They might, for 
example, include mixing quasi-experiments, 
pre-post surveys or analyses of program and 
administrative data with qualitative interviews. 
Even in combination these methods can rarely 
make definitive statements about whether 
an evaluated program actually caused any 
observed changes in program participants, but 
consistent results can be a strong indicator as to 
whether a program is having an effect (Parker 
& Robinson, 2013).

program. However, the feasibility of using any 
form of RCT should be carefully thought out: 
a poorly conceived, designed or run RCT is of 
little value.

At the other end of the evidence scale, and 
far more commonly used in this context, are 
qualitative methods. These methods are often 
the quickest and easiest to deploy, especially 
after a program has already started. Qualitative 
methods are also sometimes preferred in 
Indigenous contexts because they allow 
participants to express themselves using their 
own words and concepts rather than the 
imposed categories of a survey or psychometric 
measure (Chouinard & Cousins, 2007). 
Qualitative methods can also be very effective 
in exploring specific case studies or uncovering 
how and why a program works or does not 
work.

However qualitative methods on their 
own are seldom suited to measuring most 
types of program outcome, largely because 
they can only rarely measure whether real 
change has occurred. Despite the previously 
mentioned concerns about the use, or misuse, 
of quantitative methods with Indigenous 
people or communities it is also sometimes 
the case that quantitative measures can be 
both methodologically suitable and culturally 

Box 3: Sample sizes
Choices about research methods, and the way 
results are interpreted, can also be affected by 
sample size. In small remote communities, or in 
many urban settings too, there simply might not be 
enough participants in a program for quantitative 
measures to produce meaningful results. It can also 
be difficult in small communities to find adequately 
sized participant groups and matched control 
groups. Even when there is a sufficiently large 
participant group to start with, attrition rates can 
radically reduce the size of those who complete the 
program.

These challenges are not always easily solved. Over-
recruitment can be used to counter attrition but it 
requires a sufficiently large population to do so and it 
often costs more. Hence in some cases, despite their 
limitations, qualitative case study approaches might 
be the best option for small program evaluations. 
In other instances, it might be enough to exercise 
caution when interpreting quantitative results from 
small samples, especially when generalising to other 
sites or future iterations of the program.

It might also sometimes be possible to “think 
outside the box” and try alternative approaches. 
If the program is run in several places, it might be 

possible to aggregate results in order to increase 
the sample size. Care, however, needs to be taken 
to ensure that program implementation and the 
aggregated communities are sufficiently similar for 
the results to be comparable. This can be difficult, 
given the heterogeneity of Indigenous communities. 
That said, evaluation approaches such as “realist 
evaluation” sometimes regard the difference 
between communities as part of the comparison. 
Realist evaluation is a methodological framework 
that attempts to understand the context in which 
something works and for whom (Pawson & Tilly, 
1997). The focus on different contexts can mean this 
methodology is suitable for comparing outcomes for 
different localities, or different sub-groups, in order 
to understand how or why they differ (Westhorp, 
2014).

Whether any of these approaches are feasible 
will depend on the specific program context, 
resources and the time available. For groups with 
a very small population, if the program already has 
well developed objectives and a well thought out 
program logic it might also be worth reconsidering 
whether undertaking a formal outcomes evaluation 
is a good use of resources.
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has been time for relationship building or 
when community researchers are involved 
in data collection. Similarly, although surveys 
and psychological measures can be difficult 
when English is not the first language of the 
participant (or of the local interviewer), or when 
the concepts used are alien to participants, it 
is often possible to work with evaluators and 
the community to create culturally relevant 
survey materials. Adapting measures for local 
contexts is likely to be time consuming but is 
nonetheless a crucial consideration (Guenther 
& Boonstra, 2009).

In some cases, entirely new measures might 
be required. One tool developed specifically 
for Indigenous contexts is the Growth and 
Empowerment Measure (GEM). This is a 
validated measure developed originally for 
an Indigenous family wellbeing program 
that subsequently has been used in other 
evaluations measuring the outcomes of 
Indigenous empowerment programs (Kinchin, 
Jacups, Tsey, & Lines, 2015). The tool was 
designed to measure change in dimensions of 
empowerment in ways that were defined and 
described by Indigenous people (Haswell et al., 
2010). There are few such specific measures 

Adapting evaluation methods 
and measures
The appropriateness of the chosen data-
collection methods for the community context 
should be considered from the beginning, 
but issues can still emerge in the course of 
data collection. For example, sometimes the 
methods or measures used might not work out 
in practice and could need adaptation to the 
local context.

In remote communities in particular, 
community members can have varying levels 
of literacy and numeracy and varying levels 
of facility in standard Australian English. More 
generally, whatever the context and whatever 
the method, care has to be taken to ensure that 
people understand the questions they are being 
asked. Survey questions, measurement tools 
and psychometric tests that were developed for 
largely urban and non-Indigenous populations 
might not be appropriate for people with 
different world views.

Community involvement again can be an 
important factor. Issues of language and 
understanding can be alleviated when there 

Case study 3: Translating outcome measures for local contexts
Families and Schools Together (FAST) is an early 
intervention and prevention program designed to 
strengthen family functioning and build protective 
factors for children. FAST is an international program 
that uses established evaluation processes, and has 
been adapted to the Northern Territory context by 
FAST NT.

When FAST NT first prepared to evaluate their 
program, it became clear that many of the 
evaluation tools used to assess outcomes (e.g., 
validated psychometric tools) would not work in 
the remote Indigenous communities where they 
were rolling out the program because the language 
and concepts that the tools used were not always 
meaningful for program participants. Using these 
tools, therefore, risked collecting meaningless data.

To overcome these issues, FAST NT began work with 
an external consultant to develop new evaluation 
processes that would translate their pre-packaged 
measurement tools into something workable in 
the specific Indigenous community contexts where 
they worked and where participants often had low 
literacy and numeracy skills. Part of the challenge 
was developing an evaluation process that built a 
robust evidence base using measurement tools that 
were meaningful to local participants while also 
satisfying funder requirements.

The new process needed to be:
 ■ culturally relevant (within the participants’ 

frame of reference);
 ■ meaningful to participants (allow participants 

to meaningfully engage with the process);
 ■ able to measure change;
 ■ easily administrated;
 ■ consistent with measures included in the 

international tool; and
 ■ able to meet the analytic requirements of 

funder reporting frameworks.

Part of the task turned out to be replacing the 
psychometric survey tool—which was not producing 
reliable results—with a narrative inquiry tool that 
used pictures and symbols that were meaningful to 
local participants but could also be translated into 
definitive outcomes understandable to funders.

This process was not simple. It involved an ongoing 
process of trialling and re-trialling evaluation tools 
to see what worked and what could be improved. 
As in this case study, the translation of existing 
measurement tools into new contexts may take 
significant time and effort to ensure that they are 
meaningful to participants while also meeting 
desired standards of evidence.
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Endnotes
1  “Outcomes” and “impact” are sometimes used 

interchangeably, but “impact evaluation” can 
also refer to evaluations that look at longer term 
program effectiveness or to evaluations that assess 
whether a program has had wider effects than the 
relatively narrow and well-defined outcomes usually 
measured in an outcomes evaluation. This resource 
refers to both outcomes and impact evaluations (as 
opposed to process evaluations that look at how a 
program is being implemented).

2  There are several research and evaluation frameworks 
that make this kind of community knowledge and 
participation a central part of the evaluation process. 
For example, “participatory action research” (PAR) 
and “empowerment evaluation” (see <aifs.gov.
au/cfca/publications/empowerment-evaluation>) 
actively involve participants in the process of inquiry 
and commonly feature local capacity-building efforts. 
Indigenous research methodologies, such as those of 
Smith (1999) and Martin (2003) also emphasise the 
need for Indigenous involvement in, and ownership 
of, the research process.

and, given the wide variability in the lives of 
Indigenous people across the country, such 
measures that do exist are likely not applicable 
in all settings. What such measures indicate, 
however, is that it is possible to work with local 
communities and key stakeholders to devise 
methods that are both locally appropriate and 
methodologically robust.

Reporting
The different audiences for an evaluation may 
also require different dissemination strategies 
(<aifs.gov.au/cfca/publications/dissemination-
evaluation-findings>). It is essential that findings 
are disseminated beyond an organisation’s 
management or program funders if evidence 
is to become part of service provision and to 
prevent or minimise community scepticism 
about the value of the process. As in any 
evaluation of a community program, thought 
will need to go into how evaluation findings 
are best reported to practitioners, program 
participants and community stakeholders. 
Dissemination should be planned for in the 
commissioning phase and will need adequate 
time and resourcing.

What such a multipronged or tailored 
dissemination strategy means in practice 
will vary according to the context and the 
audience. It might include producing summary 
leaflets outlining the findings or presentations 
of findings at workshops and meetings. The 
Lowitja Institute’s Guide for Researchers 
(Laycock, 2011; see <www.lowitja.org.au/
researchers-guide>) has a chapter on what 
methods can be most appropriate for reporting 
the results of health research to different 
audiences, most of which can be used for 
disseminating evaluation results.

Finally, consider making evaluation findings 
available to the wider public. The lack of 
good evidence for the effectiveness of many 
Indigenous programs is exacerbated by the 
lack of accessible evaluation data or findings 
(Cobb-Clarke, 2013). Not releasing evaluation 
data can be especially tempting when 
evaluations have found limited or no evidence 
of change but identifying what is not working 
can help programs adapt and improve and can 
be hugely helpful to future program design.
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